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Abstract—Graphs play an increasingly important role in var-
ious big data applications. However, existing graph data struc-
tures cannot simultaneously address the performance bottlenecks
caused by the dynamic updates, large scale, and high query
complexity of current graphs. This paper proposes a novel data
structure for large-scale dynamic graphs called CuckooGraph. It
does not require any prior knowledge of the upcoming graphs,
and can adaptively resize to the most memory-efficient form
while requiring few memory accesses for very fast graph data
processing. The key techniques of CuckooGraph include TRANS-
FORMATION and DENYLIST. TRANSFORMATION fully utilizes
the limited memory by designing related data structures that
allow flexible space transformations to smoothly expand/tighten
the required space depending on the number of incoming items.
DENYLIST efficiently handles item insertion failures and further
improves processing speed. Our experimental results show that
compared with the most competitive solution Spruce, Cuckoo-
Graph achieves about 33× higher insertion throughput while
requiring only about 68% of the memory space.

I. INTRODUCTION

A. Background and Motivation

Graphs can intuitively represent various relationships be-

tween entities and are widely used in various big data appli-

cations, such as user behavior analysis in social/e-commerce

networks [1]–[3], financial fraud detection in transactional sys-

tems [4]–[6], network security and monitoring in the Internet

[7]–[9], and even trajectory tracking of close contacts of the

COVID-19 epidemic [10], [11], etc. Correspondingly, graph

analytics systems also play an increasingly significant role,

responsible for storing, processing, and analyzing graph-like

data well.

As an essential part of graph analytics systems, graph

storage schemes are facing challenges introduced mainly by

the following properties of graph data: � Fast update: graphs

always arrive quickly and are constantly dynamic [12]–[14].

This requires the storage structure to be updated at high speed.

� Large data scale: graphs can even reach hundreds of millions

of edges [15]–[17]. This requires the storage structure to be

flexibly adapted to the data scale. � High query complexity:

graphs have complex topologies, and their node degrees are

often unevenly distributed and follow a power-law distribution

[18]–[20]. This means that graphs usually consist of mostly

low-degree nodes and a few high-degree nodes. Querying the
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neighbors of high-degree nodes takes longer, while low-degree

nodes take less time. However, the former is more likely to be

queried and updated than the latter. This imbalance leads to

poor query performance and hinders further optimization. In

summary, an ideal graph storage scheme can achieve memory-

saving, fast processing speed, and good update and expansion

performance to deal with any unknown graphs.

Currently, most existing graph storage and database schemes

[21]–[41] use the following two as basic data structures:

adjacency list and compressed sparse row (CSR), but neither

of them directly supports large-scale dynamic graphs. The

most widely used adjacency list represents node connections

intuitively and is easy to edit (such as adding or removing

edges). However, due to its non-contiguous memory alloca-

tion and inefficiency in accessing non-neighbor edges, this

pointer-intensive data structure is prone to significant space-

time overhead as the graph size grows. The CSR provides a

more compact array-based representation that is more memory

efficient and suitable for fast traversal. However, the CSR is in-

herently static and struggles with updates for dynamic graphs,

as its update usually requires completely rebuilding the CSR

structure, which is computationally expensive and inefficient.

In order to accommodate large-scale dynamic graphs, the data

structures of many state-of-the-art graph storage schemes are

evolved from adjacency lists or CSRs. Unfortunately, they

cannot completely avoid the above-mentioned shortcomings

of the adjacency list or CSR itself, so that they cannot solve

the above ��� at the same time or have various limitations,

and there is still room for improvement. For example, Spruce

[36], the most competitive solution whose basic data structure

is based on adjacency lists, still needs to record many pointers.

B. Our Proposed Solution

In this paper, we propose a novel data structure for storing

large-scale dynamic graphs, namely CuckooGraph. It has

the following advantages: 1) It is memory-saving and can be

flexibly expanded or contracted according to actual operations;

2) It basically maintains the fastest running speed in a series

of graph analytics tasks; 3) It works for any graph of unknown

size without knowing any information about it in advance.

The design philosophy of CuckooGraph is as follows.

Instead of using the traditional adjacency list or CSR, we

choose a hash-array-based data structure to improve time and

space efficiency when handling large-scale dynamic graphs.



Specifically, we utilize a (large) cuckoo hash table (L-CHT)

[42] as the basic data structure with a finer-grained partitioning

of the space in each bucket. We assume that the edge 〈u, v〉 is

is mapped and will be stored in this bucket. Initially, part of

the bucket space is used to store node u, and the other part,

which is divided into an even number of small slots, is used

to store node(s) v. Then, L-CHT decides whether to perform

our TRANSFORMATION technique based on the degree (the

number of incoming v) of the u: 1) When the node degree

is small: this sparsity is more consistent with most graphs

in reality, then we sequentially store the incoming v into the

small slots. 2) When the node degree exceeds the specified

number of small slots: these small slots merged in pairs to

form several large slots with one of them deposited into the

first pointer to the first (small) cuckoo hash table (S-CHT)

that has just been activated, and all v is transferred into that

large-capacity S-CHT to accommodate more incoming v. 3)

When the node degree is even larger: S-CHT is incremented

with some regularity, to cope with the large increase of v; and

of course, it can also be decremented with some regularity to

handle v deletions. In short, our TRANSFORMATION smoothly

expands or shrinks the space through a series of spatial

transformations to adapt to the increase or decrease of v, while

ensuring that few accesses are required even in the worst case.

It greatly reduces the number of pointers and makes full use

of limited memory space while ensuring speed.

Although we seem to fully guarantee time and space effi-

ciency through the well-designed L/S-CHT, the shortcomings

of cuckoo hashing itself have not yet been addressed. As the

memory space becomes tight due to the increase in incoming

items, item replacement caused by hash collisions may occur

frequently and may cause insertion failures. On the one hand,

not handling insertion failures may result in CuckooGraph no

longer being error-free, which is unacceptable; on the other

hand, we can also address it by directly expanding Cuckoo-

Graph every time an insertion failure occurs, but this may

make it slower. Therefore, we further propose the DENYLIST

optimization, which aims to cooperate with the TRANSFOR-

MATION technique to efficiently accommodate those items that

fail to be inserted. Our ablation experiments have verified that

this optimization can improve insertion and query through-

put with almost no additional memory overhead. For more

details on CuckooGraph’s TRANSFORMATION technique and

DENYLIST optimization, please refer to § III-A1 and § III-A2,

respectively. Further, we also propose an extended version

of CuckooGraph for streaming scenarios to support duplicate

edges in § III-B.

The rest of this paper is organized as follows. We theoret-

ically prove that the time and memory cost of CuckooGraph

is desirable through mathematical analysis in § IV. We con-

duct extensive experiments on 7 large-scale graph datasets

with different characteristics to evaluate the performance of

CuckooGraph on basic tasks and graph analytics tasks. The

results clearly show that CuckooGraph has the fastest speed

and the lowest memory overhead on almost all tasks. Finally,

CuckooGraph is integrated into Redis and Neo4j databases as

use cases. See § V for more details. All relevant source code

is already open source on Github [43].

Main Experimental Results: 1) For basic tasks (§ V-D), the

insertion and query throughput of CuckooGraph is on average

32.66× and 133.62× faster than those of Spruce, respectively,

while its memory usage is on average 1.47× less than that of

Spruce (i.e., only 68.03% of its); 2) For graph analytics tasks

(§ V-E), the running time of CuckooGraph on 7 typical tasks

(Breadth-First Search, Single-Source Shortest Paths, Triangle

Counting, Connected Components, PageRank, Betweenness

Centrality, and Local Clustering Coefficient) is on average

0.73×, 168.45×, 21.33×, 1.07×, 1.03×, 16.17×, and 5.80×
faster than those of Spruce, respectively.

II. RELATED WORK

In this section, we introduce graph storage schemes whose

main contribution lies in data structure design and Cuckoo

Hash Table (CHT)—the most basic data structure of Cuckoo-

Graph, in § II-A and § II-C, respectively.

A. Existing Solutions

There are many existing works with the concept of dynamic

graph storage, only some of which focus on optimizing graph

updates (insertion, deletion, and attribute change, etc.) at the

algorithm level. Most of them have data structures based on

or improved on adjacency lists or CSRs. Of course, there are

also other or hybrid ones. We only select representatives to

introduce for the sake of space.

Adjacency list-based: GraphOne [29] uses a complementary

combination of adjacency lists and edge log lists. The adja-

cency list stores snapshots of old data, while the edge log

records the latest updates, which periodically transfers data

into the adjacency list in batches. LiveGraph [30] uses the

proposed Transactional Edge Log (TEL) and Vertex Blocks

(VB) to store edge information and nodes, respectively. In

TEL, edge insertions and updates are performed in the form

of log entries in a specified order. RisGraph [31] uses the

proposed indexed adjacency lists and sparse arrays. The

indexed adjacency list is a dynamic array including arrays

and edge indexes for continuous storage, while the sparse

array is used for updates to avoid unnecessary data access.

Sortledton [34] uses a customized adjacency list, including

the expandable adjacency index and adjacency set, to store the

mapping from nodes to edge sets and the neighbors of each

node, respectively. Wind-Bell Index (WBI) [35] consists of an

adjacency matrix and many adjacency lists, where each bucket

of the matrix is associated with an adjacency list through a

pointer. It selects the shortest hanging list through multiple

hashes to address the slow query caused by node degree

imbalance that is not considered in existing graph databases.

Spruce [36] consists of an edge-storage part and a node-

indexing part similar to the vEB tree. The edge-storage part

is based on the adjacency list and is used to store the edges

as well as attributes. The node-indexing part includes a hash

table and a bit vector. It is used to record node identifiers

and map nodes to their connected edges. Also, it divides the



TABLE I: Symbols used in this paper.

Notation Meaning
〈u, v〉 A distinct graph item

L-CHT The large cuckoo hash table

H1(.), H2(.) Two hash functions associated with L-CHT

S-CHT The small cuckoo hash table

h1(.), h2(.) Two hash functions associated with S-CHT(s)

n The length of 1st S-CHT

R The number of large slots in Part 2 of each cell

LR The loading rate

G The preset LR threshold for expansion

Λ The preset overall LR threshold for contraction

L-DL Denylist for L-CHT(s)

S-DL Denylist for S-CHT(s)

T Maximum number of loops in L/S-CHT

w Weight, or number of times 〈u, v〉 is repeated

8-byte identifier into 4, 2, 2, where 4 is stored in the hash

table to share the same hash address, and two 2s are stored

in the bit vector associated with the edge storage part. In this

way, Spruce achieves low memory consumption and efficient

dynamic operations, but it still needs to record quite a few

pointers to any graph.

CSR-based: To address the problem that CSR is not suitable

for dynamic graphs, PCSR [26] replaces the array storing

neighbors in CSR with the packed memory array (PMA)1

[44], which essentially maintains an implicit complete binary

search tree. To avoid frequent rebalance of PCSR, VCSR [33]

maintains PMA by reserving empty slots between nodes in

proportion to the current node degree. Teseo [45] mainly uses

PMAs as leaf nodes of improved B+ trees for graph updates,

but only supports undirected graphs. Each PMA is divided into

several expandable segments, and a hash table maps nodes to

locations within the segment.

Other-based: Terrace [13] decides which data structure to

use for storage based on the node degree: 1) Nodes with

few neighbors are stored in an sorted array; 2) Nodes with a

medium number of neighbors are stored in a PMA; 3) Nodes

with many neighbors are stored in a B+ tree. However, its

biggest drawback is that the number of nodes for the workload

must be known in advance.

B. Orthogonal Work

Recently, there are notable works such as VEND [46] that

aim to accelerate edge queries by filtering no-result edges,

which are orthogonal to graph storage/databases. Since most

node pairs in the real world have only no-edge connections,

VEND introduces a novel data structure for nodes to store

redundant neighbor information based on range and hash

solutions. We leave the possibility of applying VEND to

CuckooGraph as future work.

C. Cuckoo Hashing

Cuckoo Hashing (or Cuckoo Hash Table, CHT) [42] con-

tains two hash tables, each associated with a hash function.

1PMA is a dynamic array used to maintain an ordered collection of items.
It balances item insertion and deletion operations by interspersing empty slots
within the array to optimize access and modification performance.

Each newly inserted item is mapped to two candidate buckets

(one in each table), and one of the two buckets will be selected

to store it. If at least one of the two candidate buckets is empty,

CHT stores the item in an empty bucket. If both candidate

buckets are full, CHT randomly selects one of the stored items

to kick out, and the kicked out item will be re-inserted into its

another candidate bucket. This process is repeated until each

item finds a bucket to settle down, or reaches the maximum

kick-out threshold and has to exit, which means that there

is an item insertion failure. To query an item, CHT only

needs to directly check the two candidate buckets through two

hash functions. Therefore, CHT has a high loading rate and

O(1) query time complexity. However, in the worst case, item

insertions take a lot of time while still failing as described

above, especially when CHT has a high loading rate.

III. CUCKOOGRAPH DESIGN

In this section, we present the basic version of CuckooGraph

that does not support duplicate edges in § III-A and the ex-

tended version of CuckooGraph that supports duplicate edges

in § III-B, respectively. The symbols (including abbreviations)

frequently used in this paper are shown in Table I.

A. Basic Version

1) Foundation Stage (Transformable Data Structures):
As shown in Figure 1 (Foundation Stage), the basic data

structure of CuckooGraph consists of one (or more) large

cuckoo hash table(s) (denoted as L-CHT(s)) and many small

cuckoo hash tables (denoted as S-CHTs) associated with

it/them, all of which are specially designed.

L-CHT has two bucket arrays denoted as B1 and B2,

respectively, associated with two independent hash functions

H1(.) and H2(.), respectively2. Each bucket has d cells, each

of which is designed to have two parts: Part 1 and Part 2. For

any arriving graph item 〈u, v〉, assuming it is mapped to bucket

BH and deposited in the cell C, then: Part 1 of C is used to

store u, while Part 2 of C is directly used to store v or the

pointer(s) pointing to S-CHT which is used to actually store v.

In Foundation Stage (red box), Part 2 is designed as a structure

that can be flexibly transformed in a manner determined by

the number of v (denoted as l) corresponding to u in Part 1,

as shown below: � Part 2 is initialized to 2R small slots, i.e.,
up to 2R v can be recorded, to handle the situation where

l ≤ 2R; � When l > 2R, 2R small slots are merged in pairs

to form R large slots dedicated to storing R pointers usually

with more bytes, and 1st large slot is deposited with a pointer

that points to 1st S-CHT; Then, all the current v are stored

into this S-CHT of length3 n.

Next, we proceed to describe the transformation strategies

of S-CHT and L-CHT to efficiently cope with the increasing

l as follows: 1) If the growing l causes the loading rate (LR)

2The basic structure of S-CHT is no different from that of L-CHT, except
for the length and the association with two other independent hash functions
h1(.) and h2(.).

3We define the length of CHT as the number of buckets in the array with
more buckets.
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Fig. 1: Data structure and examples of CuckooGraph. For clarity, only one hash table per L/S-CHT is shown.

of the 1st S-CHT to reach the preset threshold G before the

current v arrives, we enable the 2nd pointer and store it in the

2nd large slot, as well as simultaneously enables the 2nd S-

CHT; 2) By analogy, when LR of the (R− 1)-th S-CHT also

reaches G, we continue to enable the R-th pointer and S-CHT

similarly. Here, we allocate the length of each newly enabled

S-CHT in a memory-efficient manner, which is specifically

related to the R value. We illustrate the transformation rule

of length with R = 3, when there are at most 3 S-CHTs, as

shown in Table II. When 0 → 1 and 1 → 2 occur, the 2nd

and 3rd S-CHTs with a length of 0.5n are enabled in turn;

When 2 → 3 occurs, the 1st, 2nd and 3rd S-CHTs are merged

at once into a new 1st S-CHT of length 2n on the 1st pointer,

and the new 2nd S-CHT with length n is enabled on the 2nd

pointer; and so on. In summary, different R values correspond

to different transformation rules, and such rules can also be

applied to L-CHT to better handle unpredictable large-scale

graphs.

Reverse Transformation: We introduce reverse transforma-

tion strategies for S-CHT and L-CHT to efficiently cope with

the decreasing l. Similar to the situation where l increases,

if the deletion of the current v happens to cause the overall

loading rate of the S-CHT chain4 to be lower than another

threshold Λ, then we delete/compress the S-CHT where the v
was originally located as follows: 1) If there are two or more

S-CHTs on the S-CHT chain, we delete the current S-CHT and

transfer the previously stored v on it to other S-CHTs; 2) If

there is only one S-CHT left on the S-CHT chain, we compress

the length of the S-CHT to half of the original length. The
above processing can be applied similarly to L-CHT.

2) Optimization Stage (Denylist):
There is one aspect of our design that has not been consid-

ered so far: the original CHT may suffer from item insertion

failures. A straightforward solution is to extend CuckooGraph

via the transformations described above whenever an insertion

4For convenience, we call all S-CHT(s) associated with the pointers
corresponding to each u a S-CHT chain.

TABLE II: An Example of Transformation Rule

# LR > G the 1st S-CHT the 2nd S-CHT the 3rd S-CHT

0 n null null
1 n n/2 null
2 n n/2 n/2
3 2n n null
4 2n n n
5 4n 2n null
6 4n 2n 2n
7 8n 4n null

... ... ... ...

failure occurs. To address this issue more efficiently, we further

propose an optimization called DENYLIST (DL), as shown in

Figure 1 (Optimization Stage).

DL is actually a vector with a size limit. In CuckooGraph,

all S-CHT(s) and L-CHT(s) are each equipped with a DL,

denoted as S-DL and L-DL, respectively. However, S-DL and

L-DL are organized differently: 1) Each unit of S-DL records

a complete graph item, i.e., a 〈u, v〉 pair; 2) While L-DL’s

is consistent with that of each cell of L-CHT(s), so that even

if u is kicked out during item replacement, the associated S-

CHT(s) does not need to be copied/moved. S-DL and L-DL are

used to accommodate those that are ultimately unsuccessfully

inserted into S-CHT(s) and L-CHT(s), respectively. Let’s take

S-DL, which cooperates with S-CHT(s), as an example for a

more detailed explanation, as follows: 1) Initially, we assume

that v is attempted to be inserted into an arbitrary S-CHT; 2)

When the total number of kicked out exceeds the threshold T
and there is still an unsettled v′, the insertion fails, then v′ and

its corresponding u′ is placed in S-DL; 3) Each time it is the

S-CHT’s turn to expand, we insert those v′′ in S-DL whose

u′′ exactly match the u′′ present in the current S-CHT into the

new S-CHT. 4) Subsequently, S-DL continues to accommodate

all failed insertion items as usual.

3) Operations:
By introducing the operations of CuckooGraph below, we

aim to show how it can handle dynamically updated large-

scale graphs.



Insertion: The process of inserting a new graph item e =
〈u, v〉 mainly consists of three steps, as follows:

• Step 1: We first query whether e is already stored in

CuckooGraph through the Query operation below. If so,

e is no longer inserted; otherwise, proceed to Step 2.

• Step 2: By calculating hash functions, we map u to a bucket

BH of L-CHT and try to store it in one of the cells. There

are three cases here: � u is mapped to BH for the first time

and there is at least one empty cell in the bucket. Then, we

store u in Part 1 of an arbitrary empty cell, and store v in

Part 2. See § III-A1 for extensions of related data structures

that may be triggered by the arrival of v. � u is mapped

to BH for the first time but the bucket is full. Then, we

randomly kick out the resident u′ in one of the cells and

store u in it. The remaining operations are the same as �.

For this kicked-out u′, we just re-insert it. � If u has been

recorded in BH , we directly store v in Part 2.

• Step 3: For any u and v that were not successfully inserted

into Part 1 and Part 2 (in case of S-CHT), respectively,

we store the relevant information in L-DL and S-DL,

respectively.

Next, we illustrate the above insertion operations through

the examples in Figure 1. For convenience, we assume that

R = 3 and that there is only one bucket array for each L-

CHT and S-CHT, associated with hash functions H(.) and

h(.), respectively.

Example 1: For the new item 〈u2, v3〉, it is mapped to B[0].
There is one cell in B[0] that has already recorded u2, but

the small slots in Part 2 has recorded 2R v in total. Then, we

transfer all v to the 1st S-CHT by computing the hash function

h(.).
Example 2: For the new item 〈u9, v1〉, it is mapped to B[8]. u9

has been recorded in B[8], but LR of the 1st S-CHT exceeds

G. Then, we map the qualified v (v10 and v19) in S-DL and

v1 to the 2nd S-CHT with half the previous length.

Example 3: For the new item 〈u7, v9〉, it is mapped to B[m−
1]. Since B[m − 1] is already full, we randomly kick out an

unlucky u6 and stores u7 in Part 1 of the new empty cell, and

stores v9 in the 1st small slot of Part 2. Then, we try to map

u6 into another bucket. Suppose one u is not settled in the end

and it happens to be u6. We have to place it in L-DL, along

with the pointer associated with it.

Query: The process of querying a new graph item e = 〈u, v〉
mainly consists of two steps, as follows:

• Step 1: Query whether u is in L-CHT, otherwise check
whether it is in L-DL. Specifically, we first calculate hash

functions to locate a bucket BH that may record u, and

then traverse BH to determine whether u exists. If so, we

directly execute Step 2; otherwise, we further query L-DL:

if u is in L-BS, proceed to Step 2; otherwise, return null.

• Step 2: Query whether u has a corresponding v in Part 2. If

so, we directly report it; otherwise, we further query S-DL:

if v is in S-DL, report it; otherwise, return null.

Deletion: To delete a graph item, we first query it and then

delete it. For compression of related data structures that may

be caused by deleting this item, see Reverse Transformation
in § III-A1.

B. Extended Version

The base version of CuckooGraph can be easily extended

into a new version that efficiently supports storing duplicate

edges, as designed for streaming scenarios.

Data Structure: We only need to make a few customized

modifications based on the transformable data structure pro-

posed in Section III-A1. Specifically for S-CHT, each small

slot in Part 2 needs to change from storing only v to storing

both v and weight w. As more information is recorded, the

number of small slots changes from 2R to R accordingly, i.e.,
the space of two small slots is used to store 〈v, w〉.

Next, we describe the operations related to the weighted

version of CuckooGraph, focusing only on its differences from

the basic version for better intuition.

Insertion: The main difference from the basic version is that

when it is initially discovered that the item 〈u, v〉 already

exists, it changes from doing nothing to incrementing the

corresponding w by 1 (or other defined value, the same below)

and then returning.

Query: Report the item and return the value of w.

Deletion: We decrement the w of the item by 1 and delete

the item when the weight is reduced to 0.

IV. MATHEMATICAL ANALYSIS

In this section, we theoretically analyze the performance of

CuckooGraph (basic version). Specifically, we show its time

and memory complexity.

A. Time Cost of CuckooGraph

In this part, we assume that there is only insertion operation

in CuckooGraph. First, we show a theorem with respect to

multi-cell cuckoo hash tables. Then, we analyze the insertion

time complexity of CuckooGraph based on it. Finally, we

analyze the time cost of the expansion process.

Theorem 1. Assume that a cuckoo hash table has m buckets,
each bucket has d cells, and there are n distinct items to
insert. Let dm = (1+ε)n. If d ≥ max

{
8, 15.8 ln 1

ε

}
, then the

expected time complexity for inserting an item is ( 1ε )
O(log d).

This theorem is based on the relevant proof in [47].

Since the LR is defined as n
dm , by setting ε = dm

n − 1 ≥
1
G − 1, the expected time cost for inserting an item can be

calculated as ( G
1−G )O(log d). If we set T as the maximum

number of loops for L-CHT, then the worst-case insertion

time cost can be further written as O(T ), or O(1) if T is

not very large. Here, we provide an experiment to verify the

above: We expand CuckooGraph starting from the minimum

length and insert all the edges of NotreDame Dataset into

it in sequence. It can be calculated that the average number

of insertions per item in L-CHT and S-CHT considering the

expansion is about 1.017 and 1.006, respectively, which is

much less than T (T = 250 in the experiments in § V).



TABLE III: Comparison of complexity between different solutions.

Algorithm
Amortized Time Complexity

Space Complexity
Insert Edge 〈u, v〉 Query Edge 〈u, v〉

LiveGraph [30] O(1) O(deg(v)) O(|E|)
Spruce [36] O

( |E|
|V |

)
O

(
log

|E|
|V |

)
O(|E|)

Sortledton [34] O(log |E|) O(log |E|) O(|E|)
WBI [35] O(1) O(

|E|
K2 ) O(K2 + |E|)

CuckooGraph (Ours) O(1) O(1) O(|E|)

Then, we analyze the amortized cost of inserting N edges

into CuckooGraph. We assume that two hash functions H1, H2

in L-CHT are the same modular hash functions. The insertion

time complexity of CuckooGraph can be summarized as

follows:

Theorem 2. Assume that the L/S-DL are never full during
insertion procedure and inserting an edge into L-CHT (not
triggering L-CHT expansion) costs 1 dollar, then the price of
inserting N edges into L-CHT will not exceed 3N dollars,
and its expectation will not exceed 2.25N dollars.

Proof. We first analyze the cost of merging and expansion:

Assume that the 1st, 2nd, 3rd L-CHT stores x, y, z distinct

u respectively. When merging L-CHT, we re-hash every u
and re-insert it into the merged L-CHT if its hash value does

not match its bucket index. The hash functions are the same

modular hash functions, and the size of the merged L-CHT is

2 times larger than 1st L-CHT, and 4 times larger than 2nd and

3rd L-CHT. Hence, the probability to re-insert every u is 1
2 in

1st L-CHT, and 3
4 in 2nd and 3rd L-CHT. In conclusion, the

price of merging operation will not exceed x+ y + z dollars,

and its expectation is 1
2x+ 3

4 (y + z) dollars.

Then, we assume that after inserting N edges, the 1st L-

CHT has 2kn cells, and it has n cells before insertion. Assume

that the 1st, 2nd, 3rd L-CHT stores xi, yi, zi distinct u before

i-th merging and expansion, then xi ≤ 2i−1Gn, yi, zi ≤
2i−2Gn. Hence, the total cost of merging and expansion will

not exceed

2Gn+ 4Gn+ 8Gn+ · · ·+ 2kGn = 2(2k − 1)Gn,

and its expectation is

5

4
Gn+

5

2
Gn+ · · ·+ 5 · 2k−3Gn =

5

4
(2k − 1)Gn.

If N ≤ 2Gn, then the insertion costs N dollars in total;

otherwise, the LR of L-CHT is smaller than G but greater

than 2
3G, hence N ≥ 2

3G · (2kn + 2k−1n) = 2kGn and the

total cost of merging and expansion will not exceed 2N . In

conclusion, the price of inserting N edges into L-CHT will

not exceed N + 2N = 3N dollars, and its expectation will

not exceed N + 5
4 ·N = 2.25N .

B. Memory Cost of CuckooGraph

In this part, we take both insertion and deletion operations

into consideration. We first define a stable state for L/S-CHT

and analyze its property. Then, we show the memory cost of

CuckooGraph under the stable state. We assume that Λ ≤ 2
3G

in this part.

Definition 3. We define a group of L/S-CHTs as stable, if its
overall loading rate (LR) is at least Λ.

The property of stable state is that, once a group of L/S-

CHTs is stable, then it will be stable with high probability.

Lemma 4. Assume that the number of graph items inserted
into the L/S-CHTs at time t are l and s, respectively. If a group
of L/S-CHTs is on stable state at time t, then it will always
stay on stable state if the number of items in this group of
L/S-CHTs is at least l and s.

Proof. Since a group of L/S-CHTs is on stable state, its LR
must be greater than Λ. Then, once its LR is greater than G,

then the hash table will expand 4
3 or 3

2 times to its original size.

And once its LR is less than Λ, the hash table will contract

if possible. As a result, if the number of items in this group

of L/S-CHTs is at least l and s, then the size of the L/S-

CHTs will not be smaller after time t. Therefore, its LR is

still greater than Λ after expansion.

Theorem 5. Assume that the L/S-DL are never full during
insertion procedure and the L/S-CHTs are all on stable state.
The upper bound of cells is |V |

Λ for L-CHT and |E|
Λ for all

S-CHT (not including the L/S-DL), where |V | denotes the
number of distinct nodes, and |E| denotes the number of
distinct edges.

Proof. We first analyze the number of cells in L-CHT: Since

there are |V | distinct nodes in the graph, they occupy at most

|V | cells in L-CHT. The lower bound of LR is Λ on stable

state, so L-CHT has at most
|V |
Λ cells.

Then, we analyze the number of cells in S-CHT: Assume

that V = {u1, · · · , u|V |}, and the number of edges starting

from ui is fi. Since all groups of S-CHTs are on stable state,

then the S-CHT for ui has at most fi
Λ cells. Hence, all S-CHT

occupy at most f1
Λ + · · ·+ f|V |

Λ ≤ |E|
Λ cells.

C. Discussions

In this part, we provide Table III to summarize the time and

space complexities of CuckooGraph and some state-of-the-art

schemes (i.e., competitors mentioned in § V). Here, K refers

to the length/width of the matrix, which is a parameter of WBI.

In summary, our CuckooGraph has an insertion and query time



complexity of O(1) when Theorem 1 holds and T is not very

large, while its space complexity is still O(|E|). The previous

analysis in § IV-B also proves that its space overhead is very

small.

V. EVALUATION

In this section, we evaluate the performance of Cuck-

ooGraph through extensive experiments, which are briefly

described as follows: 1) We introduce the experimental setup

in § V-A; 2) We evaluate how key parameters affect Cuck-

ooGraph in § V-B; 3) We verify the effect of DENYLIST

optimization through ablation experiments in § V-C; 4) We

evaluate the insertion, query, and deletion throughput as well

as memory usage of CuckooGraph and its competitors in

§ V-D; 5) We evaluate the running time of CuckooGraph and

its competitors on graph analytics tasks (BFS, SSSP, TC, CC,

PR, BC, LCC) in § V-E; 6) We deploy CuckooGraph on Redis

and Neo4j databases and evaluate the speed in § V-F and

§ V-G, respectively.

A. Experimental Setup
Platform: We conduct all the experiments on a 18-core CPU

server (36 threads, Intel(R) Core(TM) i9-10980XE CPU @

3.00GHz) with 128GB DRAM memory. It has 64KB L1 cache,

1MB L2 cache for each core, and 24.75MB L3 cache shared

by all cores.
Implementation: We implement CuckooGraph and the other

competitors with C++ and build them with g++ 7.5.0 and -

O3 option. The hash functions we use are 32-bit Bob Hash

(obtained from the open-source website [48]) with random

initial seeds. For CuckooGraph, we set R = 3, as well as

the ratio of the number of buckets in the two arrays of L/S-

CHT is 2:1, and whether the basic or extended version of

CuckooGraph is used depends on whether the dataset has

repeated edges.
Competitors: Since there are many related works on dynamic

graph storage, we rigorously select some of the SOTA ones

from recent years for experimental comparison: LiveGraph

[30], Sortledton [34], Wind-Bell Index (WBI) [35], and Spruce

[36].
Datasets: We use various graph datasets to comprehensively

evaluate the performance of CuckooGraph and its competitors,

and the details are shown in Table IV. 1) The CAIDA dataset

[49] is streams of anonymized IP traces collected by CAIDA.

Each flow is identified by a five-tuple: source and destination

IP addresses, source and destination ports, protocol. The

source and destination IP addresses in the traces are used

as the start and end nodes of the graphs, respectively. 2)

The NotreDame dataset [50] is a web graph collected from

University of Notre Dame. Nodes represent web pages, and

directed edges represent hyperlinks between them. 3) The

StackOverflow dataset [51] is a collection of interactions on

the stack exchange website called Stack Overflow. Nodes

represent users and edges represent user interactions. 4) The

WikiTalk dataset [52] is a collection of user communications

obtained from English Wikipedia, and the nodes and edges re-

fer to the same as above. 5) The Weibo dataset [53] is captured

from Sina Weibo Open Platform APIs, and the definitions of

nodes and edges are similar to those of StackOverflow. 6)

We synthesize the DenseGraph dataset. 7) We synthesize the

SparseGraph dataset.

Metrics: We use the following key metrics.

• Throughput: It is defined as Million Operations Per Sec-

ond (Mops). We use Throughput to evaluate the average

insertion, query, and deletion speed.

• Memory Usage: It is defined as the memory used to store

a specified amount of edges.

• Running Time: It is defined as the time spent performing

the specified graph analytics tasks.

B. Experiments on Parameter Settings

In this subsection, we measure the effects of some key

parameters for CuckooGraph, namely, the number of cells per

bucket in L/S-CHT d, the preset LR threshold for expansion

G, and the maximum number of loops in L/S-CHT T. This

experiment evaluates the effects by: 1) We first batch inserting

edges in the CAIDA dataset into CuckooGraph and then batch

querying them from CuckooGraph, and measure the average

throughput separately; 2) We measure the memory usage by

continuously inserting edges.

Effects of d (Figure 2(a))-2(c): Our experimental results
show that the optimal values of d is 4 and 8. We find that

d = 8 and d = 4 enable the fastest insertion and query

throughput of CuckooGraph, respectively. Also, the memory

usage of CuckooGraph with d = 4 and d = 8 is the least and

second least, respectively. Considering that smaller d means

smaller LR, we set d = 8.

Effects of G (Figure 3(a))-3(c): Our experimental results
show that the overall performance is best when the value of
G is 0.9. We find that the insertion and query throughput of

CuckooGraph with G of 0.8, 0.85, and 0.9 are very close

to each other, and all are faster than the one at G of 0.95.

In addition, the larger G is, the smaller the memory usage

of CuckooGraph is. Thus, we set G = 0.9 after the above

considerations.

Effects of T (Figure 4(a))-4(c): The experimental results
show that CuckooGraph achieves most ideal performance
at T of 150 and 250. We find that CuckooGraph has the

fastest insertion and query throughput when T is 150 and

250, respectively. Meanwhile, different values of T make no

difference to the memory usage of CuckooGraph. Hence, we

set T = 250.

C. Ablation Experiments

In this subsection, we conduct ablation experiments to

evaluate the individual effects of DENYLIST (DL) optimization

on CuckooGraph performance to verify its effectiveness. Our

methodology is that every time an insertion failure occurs, we

expand the size of CuckooGraph to 1.5× its original size. We

use the CAIDA dataset and evaluate the effects in terms of

insertion and query throughput as well as memory usage.

Effects of DL (Figure 5): The experimental results show
that DL indeed further speeds up insertion and querying



TABLE IV: A brief analysis of the graph datasets used.
Graph Dataset Weighted? # Nodes # Edges # Edges (dedup) Avg. Deg. Max. Deg. Edge Density

CAIDA � 0.51M 27.12M 0.85M 1.66 17950 3.26× 10−6

NotreDame � 0.33M 1.50M 1.50M 4.60 10721 1.41× 10−5

StackOverflow � 2.60M 63.50M 36.23M 13.92 60406 5.35× 10−6

WikiTalk � 2.99M 24.98M 9.38M 3.14 146311 1.05× 10−6

Weibo � 58.66M 261.32M 261.32M 4.46 278491 7.60× 10−8

DenseGraph � 8K 57.59M 57.59M 7199.16 14537 0.90

SparseGraph � 5M 30M 30M 6 6 1.20× 10−6
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Fig. 2: Tuning experiments for parameter d.
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Fig. 3: Tuning experiments for parameter G.
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Fig. 4: Tuning experiments for parameter T .

with almost no additional memory overhead. We find that

the insertion and query throughput of CuckooGraph with

DL optimization is 1.11× and 1.12× faster than that of

CuckooGraph without DL optimization, respectively. Also,

the memory usage of CuckooGraph with DL optimization is

only about 4KB more than that of CuckooGraph without DL

optimization when all items are inserted.

D. Experiments on Throughput and Memory Usage

In this subsection, we evaluate the performance of Cuck-

ooGraph and its competitors in terms of insertion, query,

and deletion throughput and memory usage on various graph

datasets.

Methodology: 1) We insert all edges from the graph dataset

into an empty graph structure, and calculate the average
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Fig. 5: Ablation experiments: CuckooGraph with and without DL optimization.
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Fig. 7: Query throughput on different datasets.

insertion throughput; 2) We then query all edges from the

graph structure and calculate the average query throughput. 3)

We delete edges one by one and calculate the throughput of

the process after deletions. 4) We first de-duplicate the datasets

to obtain non-duplicated edges, and then insert them into each

scheme one by one. After each insertion, the physical memory

overhead at that moment is output.

Insertion throughput (Figure 6): The results show that, on

the seven datasets, the insertion throughput of CuckooGraph

is 72.17×, 32.66×, 8.60×, and 253.32× faster than that of

LiveGraph, Spruce, Sortledton, and WBI on average, respec-

tively.

Query throughput (Figure 7): The results show that, on

the seven datasets, the query throughput of CuckooGraph is

14.69×, 133.62×, 5.34×, and 287.48× faster than that of

LiveGraph, Spruce, Sortledton, and WBI on average, respec-

tively.

Deletion throughput (Figure 8): The results show that, on

the seven datasets, the deletion throughput of CuckooGraph is

85.47×, 3.63×, 5.01×, and 65.55× faster than that of Live-

Graph, Spruce, Sortledton, and WBI on average, respectively.

Analysis: 1) Thanks to the novel data structure of Cuck-

ooGraph, when inserting or querying an edge, even in the

worst case, only 6 buckets in L-CHT and S-CHT, as well

as two Denylists, are accessed. Since the size of the bucket

and Denylist is fixed, the upper limit on the number of

memory accesses is also fixed and small. Therefore, no matter
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Fig. 8: Deletion throughput on different datasets.

how the incoming dataset changes, CuckooGraph can achieve

fast insertion and query. In contrast, other competitors are

designed based on the adjacency list or its variants, so an

edge insertion/query operation often requires multiple memory

accesses and cannot adapt well to changes in the amount and

characteristics of the dataset. 2) For deletions, other schemes

simply delete the target when it is found, while CuckooGraph

may involve additional contraction operations.

Memory Usage (Figure 9(a)-9(g)): The results show that, on

the seven datasets, the memory usage of CuckooGraph when

all item insertions are completed is 5.92×, 1.47×, 4.89×, and

2.34× less than that of LiveGraph, Spruce, Sortledton, and

WBI on average, respectively.

Analysis: CuckooGraph is a customized design based on CHT,

so it does not need to store a large number of pointers like the

schemes based on adjacency lists, which significantly reduces

space overhead. In addition, since CHT has a high loading

rate, CuckooGraph achieves a high loading rate and minimizes

space waste.

E. Experiments on Graph Analytics Tasks

In this subsection, we evaluate the performance of Cuck-

ooGraph and its competitors in terms of running time on the

graph datasets in Table IV through the following typical graph

analytics tasks: Breadth-First Search (BFS), Single-Source

Shortest Paths (SSSP), Triangle Counting (TC), Connected

Components (CC), PageRank (PR), Betweenness Centrality

(BC), and Local Clustering Coefficient (LCC). Note that some

competitors did not complete the experiments within the given

time, so their results are not shown in the provided figures.

1) Breadth-First Search:
Methodology: We first insert all the edges of the entire dataset.

Then, we select a specific number of nodes with the largest

total degree (i.e., the sum of out-degree and in-degree, the

same below), and perform a BFS on these nodes, returning



0 0.2 0.4 0.6 0.8
0

20

40

60

80

100

120

140

M
em
or
y
U
sa
ge
(M
B
)

# Inserted Items (M)

LiveGraph Spruce Sortledton
Ours WBI

(a) CAIDA

0 0.3 0.6 0.9 1.2 1.5
0

20

40

60

80

100

120

140

M
em
or
y
U
sa
ge
(M
B
)

# Inserted Items (M)

LiveGraph Spruce Sortledton
Ours WBI

(b) NotreDame

0 6 12 18 24 30 36
0

400

800

1200

1600

2000

M
em
or
y
U
sa
ge
(M
B
)

# Inserted Items (M)

LiveGraph Spruce Sortledton
Ours WBI

(c) StackOverflow

0 1.5 3 4.5 6 7.5 9
0

200

400

600

800

M
em
or
y
U
sa
ge
(M
B
)

# Inserted Items (M)

LiveGraph Spruce Sortledton
Ours WBI

(d) WikiTalk

0 50 100 150 200 250
0

4000

8000

12000

16000

20000

24000

M
em
or
y
U
sa
ge
(M
B
)

# Inserted Items (M)

LiveGraph Spruce Sortledton
Ours WBI

(e) Weibo

0 8 16 24 32 40 48 56
0

400

800

1200

1600

2000

M
em
or
y
U
sa
ge
(M
B
)

# Inserted Items (M)

LiveGraph Spruce Sortledton
Ours WBI

(f) DenseGraph

0 5 10 15 20 25 30
0

400

800

1200

1600

2000

2400

M
em
or
y
U
sa
ge
(M
B
)

# Inserted Items (M)

LiveGraph Spruce Sortledton
Ours WBI

(g) SparseGraph

Fig. 9: Memory usage on different datasets.
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Fig. 10: Running time of BFS on different datasets.

each node and the number of nodes obtained in the order of

BFS traversal. Finally, we calculate the average time taken for

these BFS tasks.

Results (Figure 10): We find that, on the seven datasets (two

for WBI), the running time of CuckooGraph on BFS is 2.34×,

0.73×, 19.83×, and 504.81× faster than that of LiveGraph,

Spruce, Sortledton, and WBI on average, respectively.

Analysis: The most frequently used function of each scheme

in this task is its successor query function. The structure

of CuckooGraph is based on hash tables, so it has good

spatial locality. Therefore, during the process of querying and

traversing the hash tables, the algorithm can achieve excellent

spatial locality, which greatly increases the cache hit rate.

Most other adjacency list-based schemes need to store data in

different memory addresses and then use pointers to link them.

When querying for successors, the time and space locality is

poor and the cache hit rate is low, requiring frequent memory

access, which reduces query efficiency. It is worth noting that

WBI not only has the above shortcomings, but also needs to

access many other redundant edges when querying successors,

so it performs the worst. The advantage of Spruce may be

that its end nodes for finding neighbors can be approximately

regarded as being stored more continuously than the other 3.

2) Single-Source Shortest Paths:
Methodology: We first insert all the edges of the entire dataset.
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Fig. 11: Running time of SSSP on different datasets.

Then, we select a specific number of nodes with the largest

total degree to extract subgraphs, and select the 10 nodes with

the largest total degree among these nodes. Note that this refers

to the 10 nodes with the largest total degree on the original

graphs, not on the subgraphs. After that, we use these 10 nodes

as sources to perform Dijkstra algorithm [54] 10 times and

calculate the average time.

Results (Figure 11): We find that, on the seven datasets (six

for Spruce & WBI), the running time of CuckooGraph on

SSSP is 43.64×, 168.45×, 1.62×, and 278.0× faster than

that of LiveGraph, Spruce, Sortledton, and WBI on average,

respectively.

Analysis: The most frequently used function of each scheme

in this task is edge query function. As described in the analysis

in § V-D, CuckooGraph has a huge advantage over other

adjacency list-based schemes in edge query, so CuckooGraph

achieves the best performance in the SSSP task.

3) Triangle Counting:
Methodology: TC means given a node, return the num-

ber of triangles in the graph that contain that node. First,

we perform successor queries to find all 2-hop succes-

sors of the node. Then, we enumerate all possible edges

〈2-hop successor, node〉 composed of the node’s 2-hop suc-

cessors and the node itself to perform edge queries. Finally,

the number of successful queries is the results of TC.
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Fig. 12: Running time of TC on different datasets.
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Fig. 13: Running time of CC on different datasets.

Results (Figure 12): We find that, on the seven datasets (five

for WBI), the running time of CuckooGraph on TC is 8.23×,

21.33×, 1.86×, and 3015.11× faster than that of LiveGraph,

Spruce, Sortledton, and WBI on average, respectively.

Analysis: The edge query and successor query functions are

the most frequently used functions in each scheme in this task.

As analyzed in § V-E1 and § V-E2, CuckooGraph can achieve

good performance in these two functions, so it also performs

very well in this task.

4) Connected Components:
Methodology: All edges for the entire dataset are inserted.

We first select a specific number of nodes with the largest

total degree to extract subgraphs, and then insert the subgraphs

into each scheme. Note that the above steps also apply to the
last 3 tasks. After that, we run the Tarjan algorithm [55] on

the subgraphs using each scheme and return the connected

components and their number.

Results (Figure 13): We find that, on the seven datasets, the

running time of CuckooGraph on CC is 2.11×, 1.07×, 9.91×,

and 39.7× faster than that of LiveGraph, Spruce, Sortledton,

and WBI on average, respectively.

Analysis: The most frequently used function of each scheme

in this task is its successor query function. As analyzed in

§ V-E1, CuckooGraph performs well in this function, so it has

an advantage over other schemes in this task.

5) PageRank:
Methodology: The initial steps are the same as those in

§ V-E4. Then, we use the successor query function of each

scheme to assist in constructing the matrix required to solve

the PageRank (PR), and iterate 100 times on the matrix to find

the PR of each node on the subgraphs.

Results (Figure 14): We find that, on the seven datasets, the

running time of CuckooGraph on PR is 2.16×, 1.03×, 2.62×,

and 2.87× faster than that of LiveGraph, Spruce, Sortledton,

and WBI on average, respectively.

Analysis: Each scheme in this task frequently uses the succes-

sor query function to construct the matrix required to calculate

PR. As analyzed in § V-E1, CuckooGraph performs well

in successor query, so it also shows advantages over other

schemes in this task.
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Fig. 14: Running time of PR on different datasets.
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Fig. 15: Running time of BC on different datasets.

6) Betweenness Centrality:
Methodology: The initial steps are the same as those in

§ V-E4. Then, we run the Brandes algorithm [56] on the

subgraphs using each scheme.

Results (Figure 15): We find that, on the seven datasets,

the running time of CuckooGraph on BC is 3.15×, 16.17×,

7.33×, and 5.23× faster than that of LiveGraph, Spruce,

Sortledton, and WBI on average, respectively.

Analysis: Similar to the analysis in § V-E4.
7) Local Clustering Coefficient:

Methodology: The initial steps are the same as those in

§ V-E4. Then, we pre-compute all neighbors of each node and

run the Local Clustering Coefficient (LCC) algorithm, which

is implemented in [57].

Results (Figure 16): We find that, on the seven datasets (six

for WBI), the running time of CuckooGraph on LCC is 2.06×,

5.80×, 3.94×, and 4.21× faster than that of LiveGraph,

Spruce, Sortledton, and WBI on average, respectively.

Analysis: Similar to the analysis in § V-E4.

F. Redis Implementation

Methodology: We utilize Redis Module [58] to register our

CuckooGraph module, adding the data structure of Cuckoo-

Graph to the original Redis. This allows Redis to store graphs

in addition to supporting the five original data structures.

Specifically, we implement Redis Module API (including

save_rdb, load_rdb, aof_rewrite and other inter-

faces) on top of CuckooGraph to support Redis persistence

operations. Meanwhile, we also provide extended commands

for CuckooGraph (including insert, del, query and

getneighbors). We compile our interface implementation

into a dynamic link library, and simply import CuckooGraph

library with --loadmodule when Redis starts.
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Fig. 16: Running time of LCC on different datasets.
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Fig. 17: The throughput of CuckooGraph on Redis.

Setup: We conduct experiments on the CAIDA and Stack-

Overflow datasets to test the throughput performance of Cuck-

ooGraph on Redis.

Results & Analysis (Figure 17): The results show that the

insertion, query, and deletion throughput of CuckooGraph on

Redis is around 0.04 ∼ 0.05 Mops. There is some performance

loss compared to those of CuckooGraph on CPU, which is

mainly caused by the Redis system. We also run Redis bench-

mark on the server, and the peak throughput of native Redis

is only around 0.16 Mops. Considering that CuckooGraph

itself inevitably has overhead, its performance on Redis is

completely acceptable.

G. Neo4j Implementation

Methodology: If we want to store an edge 〈u, v〉 in Neo4j

[37], nodes u and v each maintain a adjacency list that stores

all the edges associated with that node, so the information

about 〈u, v〉 is stored in the adjacency lists of both u and

v. If we want to query an edge 〈u, v〉, we have to find the

adjacency list of u, and then traverse the list and compare

the edges one by one until we find 〈u, v〉. Obviously, it is

inefficient. Once the degree of u is high, querying edge 〈u, v〉
has to access a large number of unrelated other edges, causing

additional redundancy overhead. To speed up edge queries,

we introduce the CuckooGraph query interface to obtain an

edge without traversing the adjacency list of the node. Since

multiple edges (with the same u and v but not the same edge)

are allowed in Neo4j, the data structure of CuckooGraph needs

some adjustments for this. Compared to the weighted version

on the CPU, we change the weight field in each S-CHT small

slot from a counter that records the number of edges to a

linked list consisting of a series of edges with the same nodes

u and v. The linked list is as long as the number of edges

corresponding to 〈u, v〉 in that small slot. In this way, the

query interface of CuckooGraph returns an iterator, through

which the linked list can be traversed to obtain all the edges

between 〈u, v〉.
Setup: We deploy the above CuckooGraph on top of the

original Neo4j and evaluate the performance by running time,

as shown below. 1) For the insertion experiments, we insert the

first 1M edges from the CAIDA dataset into Neo4j. Whenever

an edge is inserted into Neo4j, we also need to insert that

edge into the CuckooGraph structure, which requires a little

extra time overhead. 2) For the query experiments, we first

deduplicate the 1M edges, and then query the CuckooGraph
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Fig. 18: Running time of Neo4j with and without Cuckoo-

Graph.

structure. For comparison, related operations on pure Neo4j

do not introduce CuckooGraph.
Results & Analysis (Figure 18): 1) Thanks to the good

performance of our data structure, our insertions are very fast

and require only a little extra overhead, so our insertion time

is almost the same as pure Neo4j. 2) Since the time cost of

CuckooGraph’s query to obtain the iterator of the linked list

is O(1), the query speed of the version with CuckooGraph is

very fast. It can be predicted that the query speed of Neo4j

with CuckooGraph will be improved more significantly as the

data scale increases. In pure Neo4j, many irrelevant/redundant

edges must be traversed, and this additional overhead time

is not O(1), which ultimately causes the query time of pure

Neo4j to be much slower than that with the assistance of

CuckooGraph.

VI. CONCLUSION

In this paper, we propose a novel data structure de-

signed for large-scale dynamic graphs, called CuckooGraph,

which includes two key techniques, TRANSFORMATION and

DENYLIST. Thanks to them, CuckooGraph can be flexibly

resized based on actual operations to achieve memory effi-

ciency while keeping few memory accesses to achieve fast

processing speed without any prior knowledge of the upcom-

ing graphs. Our mathematical analysis theoretically proves that

CuckooGraph is time and space efficient. Our experimental

results show that CuckooGraph significantly outperforms 4

state-of-the-art schemes. In particular, compared with Spruce,

CuckooGraph achieves 32.66× faster insertion throughput

while reducing memory space by about 32%, and 168.45×
less running time on the SSSP task. Finally, we integrate

CuckooGraph in Redis and Neo4j databases to extend its

practicality.
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